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Abstract

In this paper, we propose a novel solution to the
problem of assigning function labels to syntac-
tic constituents. This task is a useful intermedi-
ate step between syntactic parsing and seman-
tic role labelling. What distinguishes our pro-
posal from other attempts in function or seman-
tic role labelling is that we perform the learning
of function labels at the same time as parsing.
We reach state-of-the-art performance both on
parsing and function labelling. Our results indi-
cate that function label information is located in
the lower levels of the parse tree, and that, sim-
ilarly to other function and semantic labelling
results, the main difficulty lies in distinguish-
ing constituents that bear a function label from
constituents that do not.

1 Introduction

Recent successes in statistical parsing indicate
that the time is ripe to solve deeper natural
language understanding tasks using similar tech-
niques (Collins 99; Charniak 00; Henderson 03).
To achieve this goal, lexical semantic resources
such as Framenet and Propbank are being anno-
tated with semantic roles, as a form of shallow se-
mantic annotation (Baker et al. 98; Kingsbury &
Palmer 02), and a great deal of work has already
been proposed to solve the problem of semantic
role labelling (Gildea & Jurafsky 02; Nielsen &
Pradhan 04; Xue & Palmer 04). See also the
common task of (Senseval 04; CoNLL 04). Se-
mantic information will be useful in information
extraction applications (Surdeanu et al. 03), dia-
logue (Stallard 00), question-answering, and ma-
chine translation systems, among others.

A level of annotation similar to semantic role la-
bels is already present in the the Penn Treebank
(PTB) WSJ corpus (Marcus et al. 93) in the form
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Syntactic Labels Semantic Labels
dtv dative adv adverbial
lgs logical subject bnf benefactive
prd predicate dir direction
put locative comple-

ment of put
ext extent

sbj surface subject loc locative
voc vocative mnr manner
Miscellaneous Labels nom nominal
clf it-cleft prp purpose or reason
hln headline tmp temporal
ttl title
clr closely related Topic Labels

tpc topicalized

Table 1: Complete set of function labels in the
Penn Treebank.

of function labels. For instance, in the sentence
The Government’s borrowing authority dropped at
midnight Tuesday to 2.80 trillion from 2.87 tril-
lion1, the constituent The Government’s borrow-
ing authority bears the function label sbj and the
pp at midnight the function label tmp. Table
1 provides the complete list of function labels in
the PTB corpus. Function labels represent an in-
termediate level between syntactic phrase struc-
ture and semantic roles, and they have not yet
been fully exploited, as observed in (Blaheta &
Charniak 00). Function labels expressing gram-
matical roles, such as lgs, are useful in recovering
argument structure. Semantically oriented labels,
such as dir, carry semantic role information.

In this paper, we illustrate how to learn func-
tion labels during parsing, annotating parse trees
with a richer set of non-terminal labels set than
the standard PTB label set. Few other attempts
have been made to automatically learn PTB func-
tion labels (Blaheta & Charniak 00; Blaheta 04;
Jijkoun & deRijke 04)2. What distinguishes our

1PTB, section 00.
2Recent attempts at automatically generating pars-

ing systems consisting of a Lexical-Functional Grammar
(LFG) have dealt with the problem of learning f-structures
(Riezler et al. 02; Cahill et al. 04). Labels in LFG f-
structures encode predicate-argument relations, similarly



proposal from previous attempts – and from most
existing work on semantic role labelling – is that
we perform the learning at the same time as pars-
ing.

Our proposal tests the hypothesis that the func-
tion label of a constituent can be determined
based only on the structural position it occupies
in a labelled parse forest, and that a fully con-
nected parse tree is not required to predict it.
Also, it assumes that function labels depend on
the same context as the usual non-terminal labels.
This proposal is, therefore, more constrained than
other methods that assign function or semantic
role labels in two steps. These other methods have
access to a full parse tree, including the context
at the right of the node to be labelled. More-
over, the set of features they input to the func-
tion or semantic learner could be specialised and
be very different from the input features for syn-
tactic parsing.

It is interesting to test a more constrained hy-
pothesis, because its results are of wide applica-
bility. In particualr, since the function labelling is
done incrementally, these results could be used in
language modelling and interactive applications,
where entire parse trees are not available.

2 The Learning Method

Our method is an extension of a robust statistical
parser developed on the PTB, whose properties
make it particularly adaptive to new tasks (Hen-
derson 03).

2.1 The Function Label Set

The bracketting guidelines for the PTB II list 20
function labels, shown in Table 1 (Bies et al. 95).
Based on their description in the PTB guidelines,
we partition the set of function labels into four
classes, as indicated in the table. Following (Bla-
heta & Charniak 00), we refer to the first class as
syntactic function labels, and to the second class
as semantic function labels. In the rest of the pa-
per, we will ignore the other two classes, for they
do not intersect with PropBank labels, and they
do not form natural classes. Like previous work,
we complete the sets of syntactic and semantic

to our syntactic function labels, but no labels correspond-
ing to the PTB semantic function labels are produced.
While these attempts are indeed among the few that out-
put richer annotations than the standard PTB labels, they
can not be directly compared to our work.

labels by labelling constituents that do not bear
any function label with a null label.3

2.2 The Parser

Recall that our main hypothesis says that func-
tion labels can be successfully and automatically
learned and recovered while parsing. It could be
objected that this way the parsing task becomes
more difficult. Moreover, the independence as-
sumptions of parsing models might not be jus-
tified for this new task, rendering such models
inappropriate and their parameters more difficult
to estimate. It is therefore important to choose a
statistical parser that can meet such objections.
We use a family of statistical parsers, the Sim-
ple Synchrony Network (SSN) parsers (Henderson
03), which crucially do not make any explicit in-
dependence assumptions, and are therefore likely
to adapt without much modification to the cur-
rent problem. This architecture has shown state-
of-the-art performance.

SSN parsers comprise two components, one
which estimates the parameters of a stochastic
model for syntactic trees, and one which searches
for the most probable syntactic tree given the pa-
rameter estimates. As with many others statisti-
cal parsers (Collins 99; Charniak 00), the model
of parsing is history-based. Its events are deriva-
tion moves. The set of well-formed sequences of
derivation moves in this parser is defined by a Pre-
dictive LR pushdown automaton (Nederhof 94),
which implements a form of left-corner parsing
strategy.4

The probability of a phrase-structure tree
can be equated to the probability of a finite
(but unbounded) sequence of derivation moves.
To bound the number of parameters, standard
history-based models partition the set of well-
formed sequences of transitions into equivalence
classes. While such a partition makes the prob-
lem of searching for the most probable parse poly-
nomial, it introduces hard independence assump-
tions: a derivation move only depends on the
equivalence class to which its history belongs.

3Strictly speaking, this label corresponds to two null
labels: the syn-null and the sem-null. A node bearing
the syn-null label is a node that does not bear any other
syntactic label. Analogously, the sem-null label completes
the set of semantic labels. Note that both the syn-null la-
bel and the sem-null are necessary, since both a syntactic
and a semantic label can label a given constituent.

4The derivation moves include: projecting a constituent
with a specified label, attaching one constituent to another,
and shifting a tag-word pair onto the pushdown stack.



SSN parsers, on the other hand, do not state any
explicit independence assumptions: they induce a
finite history representation of an unbounded se-
quence of moves, so that the representation of a
move i− 1 is included in the inputs to the repre-
sention of the next move i, as explained in more
detail in (Henderson 03). However, SSN parsers
impose soft inductive biases to capture relevant
properties of the derivation. The art of designing
SSN parsers consists in selecting and introducing
such biases. To this end, it is sufficient to specify
features that extract some information relevant to
the next derivation move from previous ones, or
some set of nodes that are structurally local to the
node on top of the stack. These features and these
nodes are input to the computation of a hidden
history representation of the sequence of previous
derivation moves. Given the hidden representa-
tion of a derivation, a log-linear distribution over
possible next moves is computed. Thus, the set
D of structurally local nodes and the set f of pre-
defined features determine the inductive bias of
an SSN system. Unless stated otherwise, for each
of the experiments reported here, the set D that
is input to the computation of the history rep-
resentation of the derivation moves d1, . . . , di−1

includes the following nodes: topi, the node on
top of the pushdown stack before the ith move;
the left-corner ancestor of topi; the leftmost child
of topi; and the most recent child of topi, if any.
The set of features f includes the last move in
the derivation, the label or tag of topi, the tag-
word pair of the most recently shifted word, the
leftmost tag-word pair that topi dominates.

2.3 Evaluation Measures

To evaluate the performance of our function pars-
ing experiments, we extend standard Parseval
measures of labelled recall and precision to in-
clude function labels. Note that the maximal
precision or recall score of function labelling is
strictly smaller than one-hundred percent if the
precision or the recall of the parser is less than
one-hundred percent. Following (Blaheta & Char-
niak 00), incorrectly parsed constituents will be
ignored (roughly 11% of the total) in the evalu-
ation of the precision and recall of the function
labels, but not in the evaluation of the parser.
Of the correctly parsed constituents, some bear
function labels, but the overwhelming majority
do not bear any label, or rather, in our notation,
they bear a null label. To avoid calculating ex-

dtv lgs prd put sbj voc null sumgold

dtv 0 0 0 0 0 0 12 12
lgs 0 98 0 0 0 0 19 117
prd 0 0 482 0 0 0 62 544
put 0 0 0 0 0 0 7 7
sbj 0 0 8 0 2590 0 97 2695
voc 0 0 0 0 0 0 0 0
null 0 20 23 0 59 0 18825 18927
sum 0 118 513 0 2649 0 19022 22302

Table 2: Confusion matrix for Model 1, calcu-
lated on the validation set. The null index in
the matrix refers to the syn-null label.

cessively optimistic scores, constituents bearing
the null label are not taken into consideration
for computing overall recall and precision figures.
null-labelled constituents are only needed to cal-
culate the precision and recall of other function la-
bels. (In other words, null-labelled constituents
never contribute to the numerators of our calcu-
lations.) For example, consider the confusion ma-
trix M in Table 2, which reports scores for syn-
tactic labels of Model 1. Precision is computed
as ∑

i=dtv,...,voc M [i, i]∑
j=dtv,...,voc M [sum, j]

Recall is computed by setting the denominator
to M [j, sumgold]. Notice that M [null,null] is
never taken into account.

3 Experiments

In this section, we report the results of three ex-
periments testing hypotheses concerning function
labelling. All SSN function parsers were trained
on sections 2-21 from the PTB and validated on
section 24. All models are trained on parse trees
whose labels include syntactic and semantic func-
tion labels. Both parsing results taking function
labels into account (FLBL) and results not tak-
ing them into account (FLBL-less) are reported
in Table 3. For the model that yields the best re-
sults on the validation set, we also report results
on the test set, section 23 of the PTB. Results in-
dicating performance on function labelling alone
are reported in Table 4 below.

3.1 The Models

Model 1 Our hypothesis states that function
labelling can be performed incrementally while
parsing. First of all, we need to assess the com-
plexity and relevance of the task. We need to



Validation Set
FLBL FLBL-less

F R P F R P
Model 1 83.4 82.8 83.9 87.7 87.1 88.2
Model 2 83.8 83.2 84.4 87.9 87.3 88.5
Model 3 84.6 84.0 85.2 88.1 87.5 88.7

Test Set
FLBL FLBL-less

Model 3 86.1 85.8 86.5 88.9 88.6 89.3

Table 3: Percentage F-measure (F), recall (R),
and precision (P) of SSN parsers.

Validation Set
Syntactic Labels Semantic Labels
F R P F R P

Model 1 95.3 93.9 96.7 73.1 70.2 76.3
Model 2 95.6 94.6 96.7 74.5 73.0 76.0
Model 3 95.7 95.0 96.5 80.1 77.0 83.5

Test Set
Model 3 96.4 95.3 97.4 86.3 82.4 90.5

Table 4: Results of different models for function
labelling, separated for syntactic and semantic la-
bels.

show that the function labelling problem is chal-
lenging, as it is not simply derivable from the
parsing labels. To show this, we run a simple
function parsing model that consists of the orig-
inal SSN parser trained and tested on a more
complex set of nonterminal labels which includes
function labels. If function labelling is not easily
predictable from parsing, we should have a degra-
dation of the parser model with more complex la-
bels.

For this model, 136 non-terminal labels were
needed, in total. Of these labels, 103 consist of
a standard non-terminal label and a sequence of
one or more function labels. This SSN used all
tag-word pairs which occur at least 200 times in
the training set, resulting in 508 tag-word pairs.5

This first experiment yields two results that
provide the starting point of our investigation,
shown in the first lines of tables 3 and 4. First,
it confirms that function labelling is not easily
derived from parsing, as the difference in perfor-
mance between function labelling (FLBL column)

5SSN parsers do not tag their input sentence. To pro-
vide the pre-terminal tags used in our first two models, we
used (Ratnaparkhi 96)’s POS tagger.

Syntactic Labels Semantic Labels
F R P F R P

BC00 95.7 95.8 95.5 79.0 77.6 80.4
B04 FT 95.9 95.3 96.4 83.4 80.3 86.7
B04 KP 98.7 98.4 99.0 78.0 73.2 83.5

Table 5: Results of Blaheta and Charniak’s model
for function labelling, separated for syntactic and
semantic labels. The feature trees (FT) and ker-
nel perceptrons (KP) are optimised separately for
the two different sets of labels. Results are calcu-
lated on the test set of the PTB.

and parsing (FLBL-less column) in Table 3 illus-
trates. This motivates the task, as it shows that
function labels require specific modelling to be
properly learnt. The degradation in performance
of the initial parser will have to be eliminated for
our method to be competitive with other methods
which learn function or semantic labels based on
the output of a parser. These techniques do not
modify the behaviour of the parser in any way,
and therefore do not run the risk of improving
their performance at the expense of the accuracy
of the parser. Instead, we could trivially improve
our function labeller by simply reducing the out-
put of the parser to the few cases on which it is
very confident.

The second informative observation derives
from a comparison with results reported by Bla-
heta and Charniak’s paper and in Blaheta’s dis-
sertation, shown in Table 5. As can be noticed
by comparing the results of Model 1 (Table 4),
our results are lower.

For all these reasons, we develop two other
models to improve performance, concentrating in
particular on improving recall, which is particu-
larly poor. We will see that the more function
labelling improves, the more the parser improves,
reducing the distance from the level of perfor-
mance of the parser without function labels (Ta-
ble 3, FLBL-less column).

Model 2 Our first SSN parser was designed
to discriminate only among constituents bearing
syntactic or semantic labels, and did not discrim-
inate those constituents bearing the null label.
Our second parser was designed to make such a
distinction.

In this model, we hypothesize that the label
null (i.e. the conjunction of the syn-null and



sem-null labels) is a mixture of types, which will
be more accurately learnt separately. As can be
observed by the confusion matrix in Table 2, most
of the confusion occurs between the function la-
bels and the null. If the label null is learnt more
precisely, the recall of the other labels is expected
to increase.

The null label was split into the mutually ex-
clusive labels clr, obj and other. Constituents
were assigned the obj label according to the con-
ditions stated in (Collins 99).6 As a result, 52
non-terminal labels were added, yielding a total
of 188 non-terminals.7

As can be observed from the results concern-
ing Model 2 in tables 3 and 4, our hypothesis is
weakly confirmed. However, while it is true that
all performance indicators increase, our method
is still not as good as other methods. We think
performance could be improved even further by
finer-grained modelling of function labels.

Model 3 We observe that SSNs tend to project
null labels more than any other label. Since
SSNs decide the syntactic label of a non-terminal
at projection, this behaviour indicates that the
parser does not have enough information at this
point in the parse to project the correct function
label. We hypothesize that finer-grained labelling
will improve parsing performance. This observa-
tion is consistent with results reported in (Klein
& Manning 03), who showed that tags occurring
in the Treebank are not fine-grained enough to
discriminate between preterminals. For example,
the tag to labels both the preposition to and
the infinitival marker. Extending (Klein & Man-
ning 03)’s technique to function labelling, we split
some POS tags into tags marked with semantic
function labels. More precisely, the function la-
bels dir, loc, mnr, prp or tmp attached to a
non-terminal were propagated down to the POS
tag of the head word of the non-terminal, pro-
vided that the non-terminal is projected from the
POS tag of its head.8 As a result, 83 new part-

6Roughly, an obj non-terminal is an np, sbar or s
whose parent is an s, vp or sbar. Any such non-terminal
must not bear either syntactic or semantic function labels,
or the clr label. In addition, the first child following the
head of a pp is marked with the obj label.

7This second SSN also used all tag-word pairs which
occurs at least 200 times in the training set (508).

8In most cases, this condition was implemented by
requiring that the non-terminal immediately dominates
the POS tag. This condition was relaxed in a few
cases to capture constructs such as coordinated pps (e.g.

of-speech (POS) tags were introduced to parti-
tion the original tagset of the Treebank. The
vocabulary consists of 819 tag-word pairs. The
non-terminal label set also includes the labels
clr, obj and other introduced with our second
model.
To provide Model 3 with tagged input sentences,
we trained an SVM tagger whose features and pa-
rameters are described in detail in (Gimenez &
Marquez 04). Trained on section 2-21, the tag-
ger reaches a performance of 95.8% on the test
set (section 23) of the PTB using our new tag
set. As can be observed from the results concern-
ing Model 3 in tables 3 and 4, this experiment
indicates that function labelling of non-terminal
labels can be done very accurately, if the parser
is provided finer-grained POS tags. Concerning
function labels, notice that our performance is
better than the model in (Blaheta & Charniak
00) on all accounts. This is the only model which
is trained on the same set of features for syn-
tactic and semantic labels, like our model. The
specialised models, reported in Table 5, optimise
either their input features or their parameters sep-
arately for syntactic or semantic labels. They
perform a little better than our model on syn-
tactic labels, while they do worse than our model
on semantic labels. In particular, the very time-
consuming kernel models (Table 4, B04 KP) do
not seem to provide any interesting added value
for semantic labels. Also, the differential between
the parser outputting complex labels (FLBL, Ta-
ble 3) and the parser evaluated only on the stan-
dard non-terminal labels (FLBL-less, Table 3) has
considerably decreased. Furthermore, the result-
ing parser achieves state-of-the-art parsing per-
formance (88.9% F-measure).

4 Discussion and Comparison to
Related Work

The work reported in the previous sections is di-
rectly related to a small number of other pieces of
work on function labelling (Blaheta & Charniak
00; Blaheta 04), and more indirectly on all the re-
cent work on semantic role labelling, of which we
discuss the few who have reported results on func-
tion labelling (Jijkoun & deRijke 04) or who dis-
cuss issues relevant to ours here (Gildea & Palmer
02; Punyakanok et al. 05). In work that predates

[pp-loc[pp[inat] . . .][ccand][pp[inin] . . .] . . .] or infinitival
clauses (e.g. [s-prp[vp[toto][vp[vb. . .] . . .] . . .]).



the availability of Framenet and Propbank and
explores many issues that also apply to seman-
tic role labelling, (Blaheta & Charniak 00) define
the task of function labelling (that they refer to as
the function tagging task) for the first time, and
highlight its relevance for NLP. Their method is
in two-steps. First, they parse the PTB using
a state-of-the-art parser (Charniak 00). Then,
they assign function labels using features from
the local context, mostly limited to two levels
up the tree and only one next label. (Blaheta
04) extends on this method by developing spe-
cialised feature sets for the different subproblems
of function labelling and slightly improves the re-
sults, as reported in Table 5. (Jijkoun & deRijke
04) approach the problem of enriching the out-
put of a parser in several steps. The first step
applies memory-based learning to the output of
a parser mapped to dependency structures. This
step learns function labels. Only results for all
function labels, and not for syntactic or semantic
labels alone, are provided. Although they cannot
be compared directly to our results, it is inter-
esting to notice that they are slightly better in
F-measure than Blaheta’s (88.5% F-measure).

In comparing different models for function and
semantic role labelling, very important properties
of the model are the features used by the learner
and the domain of locality these features define
in the tree. Both (Blaheta & Charniak 00; Bla-
heta 04) and (Jijkoun & deRijke 04) find that
lexical heads are very useful features. (Blaheta
04) finds in particular that the head of the pp-
internal noun improves results considerably for
semantic function labels, which are often assigned
to pps. This is in contrast to our results. Our SSN
parsers do not incorporate any inductive bias to-
wards phrasal heads. This design was chosen be-
cause heads were not found to be useful. An SSN
parser with an explicit representation of phrasal
head was designed to investigate this issue di-
rectly.9 Results are slightly worse than Model 2
above, both for syntactic and for semantic labels.
(F-measure of 95.7%, recall 94.9%, and precision
96.8% for syntactic labels, F-measure of 74.0%,
recall of 72.7%, and precision 75.3% for semantic
labels.) While this result is in contradiction with
other methods, it confirms published results on
the parser we use (Henderson 03), and is there-

9This model, which we do not have space to describe
in detail, implements two additional derivation moves that
project or attach head children of a constituent.

fore to be interpreted as an inherent property of
the learning and parsing regime. It appears then
that head-lexicalisation is not as essential as it
was thought, as confirmed also by recent findings
in (Bikel 04) and (Dubey & Keller 04).

The other interesting area of comparison lies in
the locality of the nodes that are available to the
learner. Since other methods take parsed trees as
their input, in principle, they have access to all
nodes in the tree. This differs crucially from as-
signing labels while parsing, where in most cases
the parser has access only to the current level of
recursion and the nodes to the right of the current
node are not yet available. In practice, (Blaheta
& Charniak 00; Blaheta 04) make limited use of
context, and use the next label only to predict
syntactic function labels. The domain of locality
is therefore limited, and it defines topologies in
the tree similar to ours. Such constrained meth-
ods are needed for language modelling and inter-
active applications.

Finally, our results provide some new insights
into the discussion about the necessity of pars-
ing for function or semantic role labelling (Gildea
& Palmer 02; Punyakanok et al. 05). Compar-
ing semantic role labelling based on chunked in-
put to the better semantic role labels retrieved
based on parsed trees, (Gildea & Palmer 02) con-
clude that parsing is necessary. In an extensive
experimental investigation of the different learn-
ing stages usually involved in semantic role la-
belling, (Punyakanok et al. 05) find instead that
sophisticated chunking can achieve state-of-the-
art results. However, they identify pre-labelling
pruning as the stage in which parsing provides
an improvement that even sophisticated chunk-
ing techniques are not able to match. Pruning
eliminates the nodes that almost certainly will
not bear a semantic role, thus simplifying role la-
belling. These results are coherent with our find-
ings. Our last experiment indicates that function
labels tend to be situated very low in the tree and
that tag-splitting techniques do a large amount
of the work, if appropriately exploited. This sug-
gests that most of the information is available,
in principle, to a chunker, albeit a sophisticated
one that recognises some phrase-internal struc-
ture. However, we also find that most errors are
misclassifications between nodes that bear a func-
tion label and those that do not, affecting recall in
particular. This indicates that, although a parser



can identify nodes that do not need a label bet-
ter than a chunker, argument identification re-
mains the most difficult aspect of the task to be
performed based on local information. Future re-
search will lie in improving this stage of function
and semantic role labelling.

5 Conclusions and Future Work

This paper has tested the hypothesis that func-
tion labelling can be successfully performed while
parsing. The main result of the paper indicates
that information related to function labels lies in
lower level of syntactic trees and can be accu-
rately projected from fine-grained POS tags. Fu-
ture work lies in using function labels as input
for semantic role labelling. Consider the seman-
tic role labels of PropBank. Semantic function
labels are straightforward predictors of the argm
labels. Syntactic function labels, such as sbj or
lgs, encode grammatical function explicitly, and
are therefore less noisy predictors of argument la-
bels (arg0..arg6 in PropBank) than the indirect
encoding of grammatical functions, like subject
or object provided by the commonly used feature
path.
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